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Abstract. This paper introduces a kernel selection method to auto-
matically choose the best kernel type for a query by using the score
distributions of the relevant and non-relevant images given by user as
feedback. When applied to our data, the method selects the same best
kernel (out of the 12 tried kernels) for a particular query as the kernel
obtained from our extensive experimental results.

1 Introduction

This paper contributes to the design and evaluation of learning methods em-
ployed in Web-based Adaptive Image Retrieval System (AIRS) in order to max-
imize user benefits. Here, we focus on kernel-based learning methods. Specifi-
cally, the goal of this paper is to investigate the selection of the kernel type for
a Web-based AIRS.

In a Web-based Image Retrieval System, the goal is to answer as best (fast
and accurate) as possible to the user’s request, given here as query image(s)
represented by color histograms. However, a characteristic of these colors is that
they are not independent, but correlated. More, the interaction between them is
stronger for some queries (images) than for other queries.

In the former case, a more complex, possibly non-linear, kernel has to be
used, whereas in the latter case, a linear kernel may be sufficient. Since we are
dealing with real images, and therefore, with complex queries, it is expected that
we need to use non-linear kernels to achieve good retrieval results [6]. However,
in the literature, “there are currently no techniques available to learn the form
of the kernel” [4].

Methods like Relevance Vector Machines [12] assume distribution of data,
which might fit or not a real image collection. In our previous work [7], we
used the score distribution models briefly presented in Section 2.1. Instead, in
here, we propose a kernel selection method based on the relevance feedback
information given by user. Our method computes the score distributions based
on the information given by user as feedback (relevant and non-relevant images),
without using any particular model for these distributions.

Based on the Kernel Rocchio [1] learning method, several kernels having
polynomial and Gaussian Radial Basis Function (RBF) like forms (6 polynomials



II

and 6 RBFs) are applied to general images represented by color histograms in
RGB and HSV color spaces. We implement and test these kernels on two image
collections of sizes 5000 and 10000. From the plots of these results, we select the
best (effective and efficient) kernel desired to be used for each query.

Then, we applied our method to these collections for the same queries. For
each query, the method selects the same best kernel (out of the 12 tried kernels)
for a particular query as the kernel obtained from our extensive experimental
results.

The paper organization is as follows. Section 2 presents a new method for
automatically selecting the kernel to be used by the Kernel Rocchio learning
method in order to improve the performance of an adaptive image retrieval sys-
tem (AIRS). Section 3 reports experimental results. Finally, Section 4 concludes
the paper.

2 Score Distribution Approach for Kernel Type Selection

Researchers [9, 10, 8] modeled the score distributions of search engines for rele-
vant and non-relevant documents by using a normal and an exponential distri-
bution, respectively. Based on this idea, in this section, we propose a procedure
based on score distributions to automatically select the kernel type for an AIRS.

2.1 Mathematical Model of Image Score Distributions

The score distributions of the relevant documents suggested by researchers [10]
are modeled as

_ (score—p)* ) ,

P(score|lP =R) = \/le—a exp( o

where p is the mean, and o is the variance of the Gaussian distribution. The
score distributions of the non-relevant documents are modeled as

P(score|P = NR) = Aexp(—A  score),

where A is the mean for the exponential distribution.

Our experimental results (Section 3.1) support this mathematical models of
the score distributions, with some approximation. Figure 1 illustrates how the
score distributions fit the top 300 images for one query for 6 kernels.

As an observation, the score distributions are different for the different ker-
nel types used in the experiments (Figure 1). This motivates us to seek for a
method to select the kernel type by using these differences between the score
distributions.
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2.2 Kernel-based Retrieval

In Image Retrieval, the user searches a large collection of images, for instance,
that are similar to a specified query. The search is based on the similarities of
the image attributes (or features) such as colors. Then, a linear retrieval form
[2,1] matches image queries against the images from collection

F:RY xRN - R,F(P,Q) = P*Q,

where query image Q contains the features desired by user, and ¢ stands for
the transpose of vector P. The bigger the value of the function F applied to
a query Q and an image P, the better the match between the query image Q
and the collection image P, or, in other words, the closer the two images. For
representing images by color, we use the histogram representations in RGB and
HSV color spaces.

Recently, image retrieval systems start using different learning methods for
improving the retrieval results. In this work, we use the Kernel Rocchio
method [1] for learning, which combines the simplicity of Rocchio’s method with
the power of the kernel method to achieve improved results. For any image P
from the collection, the algorithm computes its retrieval status values (RSV) as:

PnPk)
RSV (¢ -
( P;R \/K P’UPZ) K(Pkapk) (1)
Pj, Py)
|m3;¢K ) - K(Py, P)’ .

where R is the set of relevant images and R is the set of the non-relevant images.
The kernel method constitutes a very powerful tool for the construction of
learning algorithm by providing a way for obtaining non-linear algorithms from
algorithms previously restricted to handling only linearly separable datasets.
In this work, the general form of the polynomial kernels [4,1] is given by

K(x,y) = ((x,y))*,d >0, ®3)

where (-,-) is the inner product between vectors x and y. The general form of
the radial kernels is given by

C
(2 e =)
K(x,y) =exp | — 3 ,0 €RT. 4)
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2.3 Kernel Selection Approach Based on Image Score Distributions

In image retrieval, the goal is to retrieve as many relevant images and as few
non-relevant images as possible. This means, we wish to have a retrieval system
capable to rank all the relevant images before the non-relevant ones. In other
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words, the scores of the relevant images should be as higher as possible, whereas
the scores of the non-relevant images should be as lower as possible.

In our system, these scores are computed by using the different kernel types.
Then, logically, the best kernel is the one that is able to distribute the scores
of the images, such that the relevant images have higher scores than the non-
relevant ones. Therefore, we suggest the following procedure for selecting the
kernel type:

1. after each feedback step use the relevance information given by user to com-
pute for each kernel type K; the score distribution of the relevant images
(ScR;), and the score distribution of the non-relevant images (ScN R;), here,
for s = 10 intervals.

2. select as the best kernel K; = ming; (Ziozl min {ScR;s, ScNst}).

Our method of selecting the best kernel tries to fit the score distributions of
both relevant and non-relevant images, such that there are as many as possible
relevant images with high scores grouped towards the right half of the plot (see
Figure 1), and just a few relevant images grouped in the left half side, and vice-
versa for the non-relevant images, i.e. there is a good separation between the
relevant and non-relevant images. For this, we penalize the relevant images with
low scores and the non-relevant images with high scores, and then, we select the
best kernel as the one with the smallest penalty (error).

As Zhang and Callan noticed [13], the model is biased, especially for low
scoring images, which do not occur between the top (here) 300 images. However,
for high scoring images, the model offers a relatively good estimation [13,9].

However, the above procedure can be applied after each feedback step to
select the best kernel type to be used for the following feedback step. Since the
procedure is based on the feedback information, it follows that the method might
work better when there is more feedback information. Therefore, we suggest to
apply the method when using the feedback information accumulated from all
previous feedback steps.

As mentioned, previous work [13,9] used different distributions to model
the scores. Then, these distributions were used to predict the behavior of the
retrieval model. Instead, in here, we just compute the score distributions based
on the information given by user as feedback (relevant and non-relevant images),
without using any particular model for these distributions. That is, we do not
make any assumption about the behavior of these score distributions.

On the other hand, if we want a way of selecting the best kernel for a given
query in advance, we can still use the above procedure. That is, after some
feedback we select the best kernel as given by our method, and then, we use
the normal and exponential distributions to predict the behavior of the model
for the relevant and non-relevant images, respectively. Next, we can calculate
the overall (predicted) score distributions for each kernel type by using these
models. Finally, we select the kernel that shows the highest (predicted) score
distribution of the relevant images and the lowest (predicted) score distribution
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of the non-relevant images. Note that this procedure uses the score distribution
models proposed in the literature for text retrieval [10].

As a conclusion, our method for selecting the kernel type for a particular
query is based on score distributions, which are obtained via feedback from user
and can be calculated automatically by the system at each feedback step. Next
section reports our experimental results.

3 Experiments and Results

3.1 Experimental Setup

For our experiments, we use two test collections of sizes 5000 and 10000, each
including 100 relevant images, for each query image. For convenience, we name
these sets as 5000-100 and 10000_100. All image collections are quantized to 256
colors in RGB [15] and 166 colors in HSV [14]. We use the same set of 10 images
as queries (Q1,Q2, ---, Q10) for each experiment.

For evaluation purposes, we use the Test and Control method. The process of
obtaining the training and testing sets is described in details in [6]. For each test
collection, we create a training set of 300 randomly distributed images. The tests
are performed on the the test set. The number of the relevant images within the
training and the testing sets for each query is given in Table 1.

Table 1. Number of the relevant images within the training and testing sets.

5000100 Training| Test| [10000_100[ Training]| Test]

Q1 9 53 Q1 4 62
Q2 6 50 Q2 0 49
Qs 4 51 Qs 4 52
Q4 8 56 Q4 7 46
Qs 7 43 Qs 7 47
Qs 5 56 Qs 7 46
Q7 4 56 Q7 3 44
Qs 4 48 Qs 4 46
Qo 5 48 Qo 1 49
Q10 6 50 Q1o 2 48

We perform the experiments for a set of 12 kernels: 6 polynomials and 6
radial basis, with general forms given by Equations (3) and (4), respectively.
The values of the parameters (a, b, ¢, and d) and the names of the kernels used
in the experiments are presented in Table 2. In all experiments presented in this
work, o = 1.
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Fig.1. Score distributions for query @; for 10000.100 in RGB, for
Pols, Polg, Rads, Rads, Rads, Radg kernels.
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Table 2. Parameters used for the different kernels.

| d |Name| | a | b | c |name|
d = 1| Pol; a=1 |b=2|c=1|Rad;
d = 2| Pols a=1 |b=1|c=1|Rad>
d = 3| Pols a=0.5|b=2|c=1|Rads
d = 4| Poly a=05|b=1|lc=1|Rads
d = 5| Pols a=0.25|b =2|c = 1|Rads
d = 6| Polg a=0.25|b =1|c = 1|Rads
a) polynomials b) radials

3.2 Discussion of the Results

Figure 1 illustrates the score distributions of the top 300 images for query @)1 for
6 kernels for 10000_100 collection. The curve shows the normal distribution that
fits the score distributions of the relevant images (Figure 1). The other kernels
(not shown) present similar score distributions. Also, we obtained similar results
for the 5000_100 collection, in both color spaces, for all queries.

As an observation, the score distributions are different for the different ker-
nel types used in the experiments (Figure 1). While all polynomial kernels and
Rad, , Rads, Rads kernels fit the score distribution models given in Section (2.1)
(i.e. normal distribution for relevant images and exponential distribution for
non-relevant images), the other kernels (Rads, Rady, Radg) fit exponential dis-
tributions for both relevant and non-relevant images. This is in concordance with
the curves these kernels (Rads, Rads, Radg) display in Figure 2, with almost
constant R, ., values.

Our method of selecting the best kernel tries to fit the score distributions of
both relevant and non-relevant images, such that there are as many as possible
relevant images with high scores grouped towards the right half of the plot,
and less relevant images grouped in the left half side, and vice-versa for the
non-relevant images.

For example, in Figure 1, Pol; and Polg have very close score distributions,
with Polg being slightly better than Pol;. When comparing Polg with Rads,
Polg shows more scores of the non-relevant images close to 0 than Rads kernel,
but this difference is very small. For the relevant images, Rads performs better,
i.e. more relevant images get scores higher than 0. Therefore the winner between
the two kernels is Rads. A similar discussion can be made to compare Rads and
Rads, with the same winner Rads. Interesting, Rads and Radg kernels show
many relevant and non-relevant images grouped together (score close to 0).

By using our procedure given in Section 2.3, the kernels are ordered from the
best score distribution to the worst score distribution, as follows: Rads, Rads,
Polg, Pols, Rady, Radg. That is, for query )1 the best kernel found by our
method is Rads.

Now, further, we want to check how good our kernel selection method per-
formed. For this, we performed extensive experiments on both collections to see
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the behavior of the different kernels. To evaluate the quality of the retrieval, we
use the Ryorm measure [3]. For each of the image query, Rp,rm compares the
expert provided ranking (known) against the system ranking.

For each query, we plot the Ry, values (at each feedback step of 10 images)
for each kernel. Space limitation precludes us from showing all the plots obtained
from our experiments. However, as an example, in Figure 2 we present the plots
of the kernel values obtained for five queries @1, -.., Q5 for 10000_100 image test
collection in RGB color space.

From Figure 2, one can notice that Rads and Rads kernels show very similar
curves, which display significantly higher results than the curves corresponding
to the other kernel types. That is, these two kernels are a better choice than
the other kernels. However, if one considers the efficiency issue, then the Rads
kernel should be preferred over Rads, since it might reduce the computational
cost during retrieval. That is, from our experiments, the retrieval system should
use the Rads kernel to achieve best effectiveness and efficiency.

This result is consistent with the result obtained by using our score distribu-
tion procedure for selecting the best kernel (same selected kernel type). That is,

our method could be a viable solution to automatically select the kernel type in
an AIRS.

4 Conclusions and Future Work

Kernel methods offer an elegant solution to increase the computational power of
the linear learning algorithms by facilitating learning indirectly in high-dimensional
feature spaces. Therefore, kernels are important components that can improve
the retrieval system.

Previous work [9, 10, 8] modeled the score distributions of search engines for
relevant and non-relevant documents on a per query basis. Our previous work
[6,7] revealed that there is no overall best kernel, but just maybe a best kernel
for each query. Based on these works, we propose a kernel selection procedure
that automatically chooses the best kernel type for a query by using the score
distributions of the relevant and non-relevant images given by user as feedback.

For testing our method, several kernels having polynomial and Gaussian Ra-
dial Basis Function (RBF) like forms (6 polynomials and 6 RBFs) are applied to
generic images represented by color histograms in RGB and HSV color spaces.
We test our method on two image collections of sizes 5000 and 10000 and select
the best kernel corresponding to each query. Then, from extensive experimental
results on these collections we select the desired kernel to be used for each query.
Our method found the same best kernel type for a query as the desired kernel
displayed by our extensive experiments.

As future work, we plan to investigate the usage of our kernel selection
method with other kernel-based learning methods such as Kernel Perceptron
and Kernel SVMs. Also, one can study the applicability of the different mix-
ture models of the score distributions to the selection of the best kernel for a
particular query in an image retrieval system.
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Fig. 2. Kernel results for query Q1, @2, Qs, Q4, @5 for 10000-100 in RGB.
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